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Abstract: Object detection aims to locate and assign various 

predefined substances from images to corresponding 

classifications. Benefit from the rapid evolution of deep learning, 

target detection algorithms based on convolutional neural 

networks have achieved breakthroughs in both accuracy and 

efficiency. Based on the detailed literature research and analysis, 

in this paper, we make an integrated assess of the research 

progress of object detection. Specifically, we first introduce the 

existing representative algorithms from two-stage detection 

framework to one-stage detection framework. Then a battery of 

experiments are conducted to analyze the implementation of 

different detection algorithms on some common datasets. Finally, 

we summarize the main challenges and give an outlook on future 

research development for object detection. 

Keywords—Object detection; Deep Learning; Anchor-based 

detection;  

I. INTRODUCTION 

With the persistent evolution of multimedia and Internet 
technologies, a large amount of visual data such as pictures 
and videos has been accumulated on the Internet, which 
contains a variety of useful and valuable information. For 
these massive visual data, the rapid and effective mining of 
the information has become an pressing issue to be solved, 
which has promoted the related research of computer vision 
algorithms. As a classic task in computer vision, object 
detection tends to distinguish and localize one or more objects 
(such as cars, faces, road animals, etc.) from images or videos. 
Compared with the ease with which humans can identify and 
locate specific types of objects, it was only in recent years that 
object detection algorithms benefited from the development of 
deep learning and artificial intelligence, and gradually 
matured. At present, object detection algorithms have been 
successfully and widely used in diverse fields and achieved 
exciting results, such as face detection, industrial product 
detection, AI driving, etc. 

Early object detection algorithms transformed the 
detection problem into a classification problem, relying on 
designing handcrafted features and sliding windows to extract 
high-quality candidate regions. Usually,  

There are some key steps in traditional approaches, such 
as preprocessing, window sliding, feature extraction, feature 
selection, feature classification and post-processing. Among 
them, the window size, sliding method and strategy have a 
great significance on the quality of feature extraction. 
Representative approaches mainly include V-J detection 
algorithm, HOG+SVM detection algorithm, DPM algorithm, 
etc. These approaches achieve good detection accuracy, but in 
most cases, they are only suitable for situations with obvious 

features and relatively simple image backgrounds. In our 
practical application, the situation is complex and changeable, 
and it is difficult to detect objects with general abstract 
features. In addition, traditional approaches use sliding 
windows for region selection, which has relatively high 
running time and cost [1]. 

As deep learning improves in such a rapid speed, detection 
algorithms have shifted from traditional approaches to more 
advanced techniques on the basics of deep convolutional 
neural networks (CNNs) [2]. It relies on a large amount of 
training data and autonomously learns the feature label of the 
object to be detected through a convolutional neural network. 
The advantages of strong learning ability (fitting any complex 
function), strong representation ability, and strong 
adaptability make it gradually occupy the mainstream position 
in object detection. According to how the candidate regions 
are produced in the whole network, the deep learning-based 
object detection framework can be further divided into two-
stage and one-stage object detection algorithms. For the two-
stage detection algorithm, the basic idea is similar to the 
traditional detection method. First, a certain number of object 
candidate regions are extracted, and then the convolutional 
neural network is used to distinguish and locate the candidate 
regions. In contrast to traditional approaches, the two-stage 
detection method uses convolutional features to replace 
handcrafted features, which significantly increases the feature 
expression ability of the object. In addition, the two-stage 
detection method can also dynamically fine-tune the position 
of the object prediction box through position box regression 
during training. Two-stage detectors usually require more 
time to extract all proposals, which usually have complex 
structures and lack global information, while one-stage 
detectors directly identify and localize objects through dense 
sampling, adopting predefined boxes of different scales and 
sizes to identify and localize objects. Locate the object. 

Focusing on the three main technical frameworks of the 
two-stage and one-stage detection approaches introduced 
above, this paper first analyzes and summarizes the research 
progress and stages of object detection algorithms based on 
deep learning. Second, we detail general datasets for object 
detection and the result of different algorithms on mainstream 
datasets as well. Finally, the future potential development in 
the field of object detection is prospected 

II. TWO-STAGE OBJECT DETECTION ALGORITHMS  

Though have fully development, the traditional approach, 

however, facing the problem of the low accuracy. Therefore 

to deal with it, Girshick et al. come up a deep learning-based 

object detection algorithm R-CNN [3]. As the Figure 1 shown,  



Here are the key process in R-CNN algorithm: 1) Use 

selective search (selective search) algorithm from the image 

to be detected, which contains the object to be detected; 2) 

Normalize the candidate area, that is, scale all candidate boxes 

into Fixed size (227 ×  227 pixels); 3) To obtain a settled-

length feature vector, a deep convolutional neural network is 

applied for extract feature from the from the recommend 

region; 4) Finally, the feature vector is delivered to the support 

vector machine (SVM). The vector is classified to get the 

category information, and then the category information is 

sent to the fully connected network for regression, and the 

corresponding position coordinate information is obtained.  R-

CNN successfully introduced the CNN network into object 

detection for the first time, which leads to a huge increase in a 

detection rate, from 35.1% to 53.7% (based on PASCAL 

VOC), opening up a new path for the detection mission.  

 

 

Fig. 1. Framework of R-CNN algorithm [4] 

Though the R-CNN algorithm has laid the basic 
framework of the two-stage object detection algorithm based 
on deep learning Error! Reference source not found., it still 
has the shortcomings of large computational load and slow 
running speed. Specifically, most of the 2k candidate regions 
are highly overlapping, but these redundant candidate regions 
will be input into the CNN network to extract features, which 
restricts the running speed of the algorithm in a large extent. 
In addition, training and testing cannot be run end-to-end, and 
candidate region generation, feature extraction, classification, 
and regression rely on additional information storage and 
reading. Finally, the candidate regions must undergo 
deformation operations before being input to the CNN 
network for feature extraction, which may lead to the loss of 
image information, which in turn affects the final detection 
accuracy. 

To solve the low detection efficiency of R-CNN, He et al. 
and Girshick et al. respectively come up spatial pyramid 
pooling net (SPPNet) and Fast R-CNN algorithms based on 
R-CNN, respectively. Instead of sending all the candidate 
regions into the deep convolutional neural network,  these two 
approaches sent the image to the deep network, after which 
map all the candidate regions in certain layer. These two types 
of approaches greatly improve the detection efficiency, and 
also improve the detection accuracy on the PASCAL VOC 
2007 dataset from 66% to 70%. An additional Spatial Pyramid 
Pooling layer was added to the last layer of the R-CNN in SPP 
network, which converts the input convolutional features into 
16 × 256, 4 × 256 and 1 × 256 dimensional feature vectors, 
respectively, The output of one layer is pooled to obtain an 
output of fixed length 5376. Through the above operations, 
SPP can obtain candidate regions and features of the entire 
image with only one convolution, which greatly reduces the 
difficulty and computation time. In addition, the image input 
to the convolutional network does not need to be of fixed size, 
reducing the deformation loss of image distortion. However, 
in the SPP algorithm, convolutional feature extraction and full 

connection, SVM is independent. Therefore, the training loss 
of the SVM cannot be loaded into the convolutional layer 
before the SPP layer, so weather the efficiency will be 
improved is uncertain. In addition, since its core algorithm still 
uses the R-CNN framework, it still needs a lot of disk 
resources to run. Similar to SPP, the Fast RCNN network also 
directly convolves the entire image, and uses ROI pooling to 
transform the size of the features, avoiding multiple repeated 
calculations for the same repeated unpacking. Fast R-CNN 
training speed is about 9 times faster than SPP-Net and about 
3 times faster: testing speed is 214 times faster than R-CNN 
and 11 times faster than SPP-Net. Its mAP on the VOC 2012 
dataset is about 66%. 

Although Fast R-CNN increases the detection speed, a 
large part of the time is still spent on the selective search of 
candidate regions. Therefore, Ren et al. come up a faster R-
CNN algorithm, adding a regional proposal network (RPN) on 
the basis of fast R-CNN. This network extracts candidate 
regions by setting anchors of different scales, and replaces the 
traditional candidate region production approaches such as 
selective search.et. It also makes the end-to-end training come 
true, at the same time improves the operating speed of the 
network. As Figure 2 shows, the Faster R-CNN network 
makes up of four parts: Anchor Generation layer, Region 
Proposal layer, ROI Pooling layer, Classification layer. In this 
layer, the convolution layer is used to extract the features of 
the whole input image and generate the output of the feature 
map; RPN network for extracting candidate regions, whose 
input is a feature mapping obtained through a convolutional 
layer and whose output is diverse candidate regions; ROI 
pooling layer plays an important role in  changing inputs of 
various sizes into settled-length outputs. The classification 
and regression layer is used to determine the label to which 
the candidate region belongs and the exact location of the 
object in the image. Unlike Fast R-CNN, all steps in Faster R-
CNN are under a separate deep learning framework. This 
innovative approach leads to a huge increase in both speed and 
the detection accuracy (PASCAL VOC 2007 dataset), the 
latter one even reached to 73.2% 

 

Fig. 2. Framework of Faster R-CNN algorithm 

With the continuous evolution of deep learning, however, 
all the algorithm built on Faster R-CNN could be easily 
affected by the complexity of the basic network, the number 
of candidate boxes, the complexity of the classification, and 
so on. Around some problems existing in Faster R-CNN, 
many scholars have carried out a series of improvement work. 
The representative work is as follows: 

(1) Mask R-CNN. Faster R-CNN rounds the size of the feature 
map when performing down sampling and RoI pooling. This 
approach has little effect on the classification task, but has a 
serious effect on the accuracy of the detection task position 
frame. For this reason, He et al. Mask R-CNN is come up, 
which does not use the rounding operation for the feature map 
size change in the network, but fills the pixels at non-integer 
positions through bilinear difference. This makes the 



downstream feature map to the upstream feature map without 
position error, which not only improves the object detection 
effect, but also enables the algorithm to meet the accuracy 
requirements of the semantic segmentation task. 

(2) RFCN. Dai et al. realized that the network layer behind 
ROI pool is no longer translation-invariant, and the number of 
layers behind ROI pool directly affects detection efficiency. 
Therefore, a region-based complete convolutional network 
(RFCN) is proposed to solve this problem. This location-
sensitive scoring map eliminates the region of interest 
judgment sub-network and uses a location-sensitive ROI 
pooling layer to directly distinguish pool results, improving 
detection accuracy to 80.5% on the PASCAL VOC 2007 
dataset. 

(3) Soft-NMS and Softer-NMS [6]. The NMS algorithm is an 
essential post-processing step in most object detection 
approaches, but the threshold of NMS is hard to determine, 
which will delete boxes that should not be deleted when it is 
set too small while will increase the false detection rate when 
it is set too large. To this end, Bodla et al. come up the Soft-
NMS algorithm. Unlike the NMS algorithm, which directly 
deletes all detection frames with an intersection over union 
(IOU) greater than the threshold, Soft-NMS sets a new 
confidence threshold. The lower the score, the more detection 
frames with a final score greater than the confidence threshold 
can be retained, which can improve the recall rate of the target 
detection algorithm. In order to further improve the prediction 
accuracy of the object position, He et al. proposed the softer 
NMS algorithm, which uses a new bounding box regression 
loss called KL loss (Kullback Leibler, KL) to simultaneously 
learn the shape variables and position deltas of the bounding 
box. At the same time, Softer-NMS uses KL Loss on the Soft-
NMS algorithm based on weight averaging; finally, Softer-
NMS algorithm increases the detection accuracy of Faster R-
CNN based on VGG-16 from 23.6% on the MS COCO dataset 
to 29.1%. 

III. ONE-STAGE OBJECT DETECTION ALGORITHMS 

Although the two-stage object detection algorithm has 
achieved high accuracy in recognition, it has a large amount 
of network layers and nodes, and the complex calculation 
speed makes it difficult to achieve real-time object detection. 
To this end, the single-stage stage framework came into being, 
which cancels the candidate region generation and fine-tuning 
in the two-stage approaches, and directly regresses the 
objectbox based on the feature map. 

To address the poor efficiency of the two-stage target 
detection algorithm, YOLO (You Only Look Once) emerged  
[7].  This algorithm realizes feature extraction, candidate box 
classification and regression directly in the same branchless 
deep convolutional network. By this way, not only the 
structure become more simple, the speed also improved. The 
fps increased from 7 frames/s of Faster R-CNN to 45 frames/s. 
This significant increase makes it possible for the computer to 
deal with some real-time detection. The network structure of 
YOLO is shown in Figure 3. S×S represents the number of 
grids that the initial image is divided into, S represents the 
length or width of the image is equally divided into S parts. 
The core of YOLO is in the last two layers. There is a 4096-
dimensional fully connected layer, which is then fully 
connected to a 7×7×30 dimensional tensor is a 4096-
dimensional fully connected layer, which is then fully 
connected to a 7×7×30 dimensional tensor, followed by a 

convolutional layer. The whole process does not need to 
determine the middle candidate area first, where a separate 
network can complete the determination of the category and 
the regression of the position. 

 

Fig. 3. Network structure of YOLO algorithm 

YOLO has a faster detection speed, accordingly, it is not 
accurate enough in object localization, and its low recall rate 
was relatively low, so its detection accuracy is low. To solve 
this problem, Redmon et al. further comes up with the 
YOLOV2 algorithm [8], which combines batch normalization, 
high resolution classifier, direct object frame location 
detection (location prediction), multi-scale training (Multi-
scale) and other operations to prefect the detection precision 
of the detection program, and finally improve the detection 
accuracy of the program. With the help of the new network, 
the precision varied from 66. 4% of YOLOv1 to 78. 6% 
(PASCAL VOC 2007). In addition, YOLOv2 also specifically 
trains a Darknet-19 network consisting of 19 convolutional 
layers and 5 maximum pooling layers as the backbone 
network of the model to extract features and decrease the 
computational effort of the model. 

On the basis of YOLOv2, YOLOv3 [9] uses a newly 
designed Darknet-53 residual network combined with feature 
pyramid networks (FPN) for multi-scale mixed prediction to 
further improve detection accuracy and speed. The basic idea 
of YOLOv3 is to first use the feature extraction network to 
gain a feature map in a particular size, and then divide the 
input image into a corresponding number of grid units. If the 
centric coordinate of the real object falls on a grid cell, the 
object is predicted by that grid cell, because each grid cell 
forecasts a settled number of bounding boxes (using the K-
means clustering algorithm in YOLOv2 (K -means) to obtain 
3 bounding boxes with different initial sizes), and finally 
select the bounding box with the largest IOU with the ground 
truth to predict the object. Compared with Darknet-19 of 
YOLOv2, the pooling layer that changes the size of the feature 
map in Darknet-53 of YOLOv3 is basically implemented by 
the convolution layer, which reduces the computational load 
of the model. Secondly, the residual blocks in the ResNet 
network are introduced to deal with the gradient problem 
caused by overmuch layers of the straight-tube network 
structure contained in YOLOv2. ResNet's residual structure 
makes it less difficult to train deep networks, so the network 
can be made up to 53 layers to improve detection accuracy. 
These changes make YOLOv3 use 1/3 of the time to achieve 
an accuracy comparable to SSD. YOLOv4 is the masterpiece 
of the YOLO network. YOLOv4 [10] improves on the 
previous network in all aspects: mosaic data enhancement, 
CIOU loss, FSFOFT-NMS, SPP-Net, CSP Net, and the 
introduction of CBAM attention mechanism. With the 
addition of these algorithms, the map on the COCO dataset 
reaches 43.5% and the speed reaches an amazing 65 FPS, 
which is a major milestone for the YOLO series. 



Another outstanding algorithm for single-level target 
detection is SSD (separate shot multi Box detector) [11]. Liu 
et al. come up the SSD algorithm in 2016, which makes a great 
balance between detection speed and accuracy. SSD takes 
VGG as the basic skeleton and improves it by adding 
additional convolutional layers to obtain deeper feature 
information. In the last few layers of convolution, SSD uses 
anchoring methods to extract candidate frames for feature 
mapping at each scale, and determines the type and location 
of objects based on the candidate frames obtained by 
anchoring at different scales. Compared with Faster R-CNN, 
the anchors in SSD are scattered into different feature maps, 
and multi-scale features are used for multi-scale requirements. 
The mAP of SSD is 79.8% on PASCAL VOC 2007, 78.5% 
on PASCAL VOC 2012, and 28.8% on MS-COCO, achieving 
a good balance of detection speed and accuracy. 

SSD constructs feature pyramids for detecting objects at 
different scales. The Conv4 layer with a feature stride of 8 is 
used to detect small objects, and the Conv8 layer with a 
feature stride of 64 is used to detect large objects. This allows 
small objects to not lose too much positional information in 
the shallow layers, while large objects can also be well 
localized and recognized in the deep layers. However, the 
small object features generated by shallow layers lack 
sufficient semantic information, resulting in poor small object 
detection performance. In response to the above problems, 
FSSD (Feature Fusion Separate Shot multi-box Detector, 
FSSD) adds a lightweight and efficient feature fusion module 
on the basis of traditional SSD [12]. FSSD first defines the 
framework of the feature fusion module and extracts the key 
factors that affect the performance of feature fusion. The 
FSSD feature fusion module firstly performs projection 
splicing of features of different scales in different layers, and 
then uses the batch normalization layer to normalize the 
feature values. Some down sampling blocks are then 
appended to generate new feature pyramids, which are fed 
back to the multi-box detector to produce the final detection-
heavy results. Based on the above architecture, FSSD has a 
great improvement in performance compared to traditional 
SSD, but the loss in speed is small, especially for small objects. 
In addition, FSSD also outperforms many advanced VGGNet-
based object detectors, and the feature fusion module also 
outperforms FPN in object detection. DSSD (Deconvolutional 
Separate Shot Detector) is one of the most famous 
improvements in SSD algorithms [13]. It replaces the VGG 
network in SSD with Resnet-101, which enhances the feature 
extraction ability; it also uses a deconvolution layer to add a 
lot of contextual information. An important enhancement of 
DSSD is its effectiveness in small object detection. However, 
the Resnet-101 network is too deep, making it slightly slower 
than SSD. 

IV. EXPERIMENTS 

A. Datasets 

Data is one of the major elements of artificial intelligence 
development, where any research is inseparable from the 
support of data. Two of the most famous dataset are Pascal 
VOC and MS-COCO. The first one includes two different 
versions, VOC2007 and VOC2012. VOC2007 has 5,000 
images and more than 12,000 labeled objects, while VOC2012 
includes 11,000 images, more than 27,000 labeled objects and 
20 classes of objects, adding semantic segmentation tasks and 
action recognition. MS-COCO is one of the most complex 
datasets, including 91 common objects found in nature, with 

more than 2000,000 numbers of images with every separate of 
them in 3.5 sorts including multiple perspectives. 

B. Evaluation indicators 

The accuracy, completion rate, recall, average accuracy, 
and mean accuracy (mAP) are the most common way to test 
the performance metrics in target detection. The accuracy rate 
represents the scales of the specimen of the classification pair 
in all samples, and is the ratio of the number of samples that 
correctly predict the class to the total number of samples. The 
precision means the rate of the number of correctly identified 
positive samples among the identified positive samples. 
Recall refers to the rate of the number of correctly identified 
positive samples in all positive samples in the test set. The 
average precision mAP is the main performance index used in 
the target detection algorithm, which refers to the area under 
the P-R curve. The P-R curve shows the trade-off between 
precision and recall on the classifier. The points on the P-R 
curve are the recall of the model and precision under a certain 
threshold. The P-R curve is calculated by changing the 
threshold from Generated by moving high to low. Mean 
Precision (mAP) is calculated by first calculating the mean 
precision (AP) for each class, and then calculating the mean 
of the APs. 

C. Performance analysis 

As presented in Figure 4 and Figure 5, we report various 
results on the VOC2007 and COCO dataset and several 
conclusions can be drawn as follow: (1) In the continuous 
improvement of the two-stage algorithm, its mAP in the VOC 
test set is getting higher and higher. mAP can reach 78% in 
the Faster R-CNN, which is about 19.5% improvement 
compared with the initial R-CNN. (2) Among the single-stage 
algorithms, the mAP of DSSD is the highest in the VOC test 
set, which can reach about 81.5%. In the COCO dataset, the 
mAP generally decreases compared to VOC, and the highest 
one is YOLOv3, whose mAP is about 43.5%. (3) With regard 
to accuracy, the two-stage algorithm is stronger in contrast to 
the single-stage algorithm. However, the single-stage 
algorithm is faster, with SSD (300) even reaching 46 fps, 
which is a qualitative improvement over the R-CNN algorithm 
with a few fps. 

 

Fig. 4. Single-stage algorithms in performance test plots 

 

Fig. 5. Two-stage algorithms in performance test plots 
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V. DISCUSSION 

Although the object detection problem has gone an 
comprehensive and rapid development process in the past 
research and has been widely used in many fields, the existing 
algorithms still have many fluxes, and its future research 
trends are briefly described below from several aspects. 

(1) Lightweight real-time object detection. In the past, traget 
detection algorithms accounted for about tens to hundreds of 
Mb of memory ranging. While today's frontier fields, such as 
autonomous driving, smart cameras, face tracking recognition, 
etc., all impose the requirement of lightweight object detection 
algorithms with high accuracy and real-time. In recent 
researches, it is mainly achieved by light-weighting the 
backbone network or improving the performance of 
classification networks, such as MobileNetV2-SSDLite, Tiny-
DSOD and ThunderNet . 

(2) Weakly supervised detection problem. Most of the current 
mainstream algorithms are built on strongly supervised 
learning and rely on manually labeled data, which is less 
efficient. The access to large datasets in certain fields, such as 
medicine, has even become a limiting factor for their research. 
The main difficulties in its development are imprecise training 
labels, background noise interference, insufficient training 
samples and other problems. 

(3) Small object detection: In some specific cases, the 
recognized object accounts for a small proportion of the whole, 
sometimes even only a few pixels, and the ability of the 
machine to recognize this type of object is generally low. 
Potential applications in this area are, for example, medical 
cell detection. At this stage, small object detection is generally 
achieved by coalescing high-resolution features and high-
dimensional features in low-resolution images and by 
oversampling the images containing small objects . 

(4) 3D object detection: In practical applications, 3D detection 
has more far-reaching significance for the progress of some 
fields, such as remote sensing mapping, military survey, 
biomedical detection, etc., because it contains more 
information about the length, width, and height of the object.   
At present, there are mainly fusion of image data and point 
cloud data, and only point cloud data as input in two directions. 
The representative algorithms are MMF, F-Point Net and 
GS3D, respectively. Although the development of this field 
has been relatively complete, but there are still exist some 
difficult to break through the bottleneck, such as perspective 
projection, light and other problems caused by noise, 
occlusion, etc., in the future there is still great potential for 
development. 

VI. CONCLUSION 

Following the development of technical design ideas, this 
paper summarizes the current representative algorithms in 
deep learning-based target detection research from two-stage 
target detection framework and single-stage target detection 
framework, and compares and analyzes common data sets and 
related algorithms in Experimental results on mainstream 
datasets. At the same time, focusing on the issues of 
lightweight real-time object detection, weakly supervised 
detection problem, small object detection and 3D object 
detection, we further analyze and prospect the future 
development direction of this research field. 
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